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Executive Summary 
 
As algorithms and AI systems proliferate worldwide, developers, regulators, 
communities and users need robust methods to assess their impact. This guide 
focuses on adversarial or third-party algorithmic auditing of systems with little 
transparency and oversight. The purpose of the guide is to provide an overview of 
the adversarial algorithmic auditing process, including:  
 
What A process by which an independent third party or community examines 

the impact and, to the extent possible, the functioning of an algorithmic 
system in order to detect potential anomalies or practices that could 
be unfair or harmful towards protected groups or society as a whole. 

Why Opaque algorithmic systems influence virtually every aspect of life. 
While internal socio-technical audits can address this to an extent, bias 
dynamics may not be evident before they translate into impacts. 
Adversarial algorithmic audits provide a way to examine this impact 
independently from the outside and offer a concrete toolset to quantify 
impacts and propose mitigation measures. 

When Post-processing stage of the AI system lifecycle 

Who Auditors including social science researchers, journalists, data 
scientists, members of civil society organizations, members of affected 
communities and end users. 

How An adversarial audit must be a transparent and public process 
employing a robust socio-technical approach and specialized methods 
including: 
 
● Open-source code audit 
● Scraping audit 
● Sock puppet audit 
● Crowdsourcing 
● Experimental user audit 
● Comparative output audit 
● Ethnographic audit 

  
This guide outlines a set of steps and a methodology for adversarial 
algorithmic auditing which turn principles into a robust toolset and an effective 
mechanism for AI inspection and accountability. The Introduction section 
explains the concept of algorithmic auditing and why adversarial audits are 
necessary. The How-to section describes the steps for conducting adversarial 
audits. The Methods section covers several methodological techniques for 
conducting adversarial audits. The Case Studies section provides examples of 
Eticas’ adversarial audits conducted on various systems. Finally, the guide 
includes an Audit Report Index, which serves as a helpful tool for organizing 
and structuring the results of the audit report. 
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Introduction 
 
Algorithmic auditing is an instrument for dynamic appraisal and inspection of 
AI systems. This guide focuses on adversarial or third-party algorithmic audits, 
where independent auditors or communities thoroughly examine the 
functioning and impact of an algorithmic system, when access to the system 
is restricted. 
 
Adversarial algorithmic auditing offers a toolset for evaluating algorithms and 
AI systems in situations where transparent oversight is limited. Adversarial 
algorithmic audits are a means to enhance AI transparency and accountability, 
thereby bridging the gap between innovation potential and societal impact. 
 
This guide includes actionable guidelines for conducting adversarial audits. 
The guide is addressed to social science researchers, journalists, data 
scientists, members of civil society organizations, members of affected groups 
and end users. It presents a methodology to reverse engineer and evaluate 
algorithmic and AI systems without the cooperation of their developers, 
including social media recommender systems, computer vision, risk 
assessment algorithms, pricing algorithms and others. The goal of this guide 
is to empower auditors to uncover the potentially negative impacts of 
algorithms and AI through a set of rigorous steps and methods. 
 
This guide to adversarial algorithmic auditing consolidates the knowledge and 
experience of Eticas in conducting algorithmic audits. Eticas has built a track 
record as a global leader in practical and applied AI ethics since 2012. We have 
developed and applied a methodology for conducting internal (second-party) 
and adversarial (third-party) socio-technical algorithmic audits of risk 
assessment tools, social media, facial recognition, consumer platforms and 
other systems. In addition to our own experience, this guide is informed by an 
extensive review of previous adversarial audits, and it summarizes the best 
practices for adversarial algorithmic auditing. 
 

What is algorithmic auditing? 
 
Algorithmic auditing is a way to inspect AI systems in their specific contexts 
(Eticas, 2023). It is an approach and methodology that allows for a dynamic 
appraisal of regulations, standards, and impact. If its results are public, it is also 
a tool for improved transparency and accountability. 
 
Algorithmic audits can inspect and evaluate entire AI systems.1 An AI system 
can include more than one algorithm or model. Depending on their scope, 

 
1 AI system here refers to software which generates outputs for a given set of objectives such as content, predictions, 
recommendations, or decisions influencing the environments they interact with. The term AI system in this guide 
refers to the entire technology. For a mobility service, it could be the app that integrates a Machine Learning (ML) 
model to predict demand and adjust pricing, including, for example, the data pipelines and protocols. 
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algorithmic audits can inspect and evaluate one or more algorithms within an 
AI system.2 
 
Algorithmic audits can be broadly classified into two types depending on the 
auditors’ distance from the developers or implementers of an algorithm: 
internal and adversarial algorithmic audits. 
 
An internal algorithmic audit, also known as a second-party audit, is 
conducted by independent auditors in collaboration with the developers of an 
AI system. It is an iterative process of interaction between the auditor(s) and 
the development team(s) who provide the data inputs necessary for auditors 
to complete the assessment and validate results. 
 
An adversarial algorithmic audit, also known as a third-party audit, is a process 
by which an independent external party or community examines the impact 
and, to the extent possible, the functioning of an algorithmic system. The goal 
of adversarial algorithmic auditing is to detect biases, inefficiencies, anomalies 
or other practices that could be unfair or harmful towards protected groups or 
society as a whole. 
 
The key distinguishing feature between adversarial audits and internal socio-
technical audits is the restricted access to the algorithm and its associated 
databases used for design, development, testing and validation. For this 
reason, adversarial audits can be conducted only when the algorithm’s social 
impacts can be observed, i.e. in the post-deployment or the post-processing 
stage of the AI system lifecycle, unlike internal socio-technical audits that 
could encompass the entire end-to-end process. 
 
Due to the limited access to internal data and information about an algorithm, 
third-party adversarial audits do not aim to provide a comprehensive, 
conclusive assessment of the entire system at hand. Rather, they help to 
identify instances of bias and inefficiencies in algorithms and AI, prompt 
developers to address them, and inform regulators and the public to ask the 
right questions. 
 

Why adversarial audits? 
 
Internal socio-technical algorithmic audits are conducted in collaboration with 
the developers or implementers of an algorithm who are either willing or 
required to undergo an independent evaluation. However, organizations which 
develop or implement AI systems are not always willing to be audited, while 
the regulatory requirements for algorithmic audits remain nascent despite 
recent policy developments such as the Digital Services Act (DSA), which 

 
2 An algorithm here refers to a process or set of rules to be followed in calculations or other problem-solving 
operations, especially by a computer. An AI model refers to the trained algorithm where the process or the rules are 
adapted to a particular domain. In this guide, an algorithm is used interchangeably with AI model. For the sake of 
simplicity, this guide refers to “AI system” in the latter sections, but depending on each case this may apply to the 
entire system or a specific algorithm within that system. 
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requires independent audits of very large online platforms and search engines 
to ensure their accountability.  
 
Adversarial audits are our contribution to building concrete tools to reconcile 
innovation potential with societal impact. They provide the means to evaluate 
systems typically out of reach and hence with little potential for transparent 
oversight. The approach towards adversarial algorithmic auditing proposed in 
this guide is systematic but agile. This makes the process rigorous and 
verifiable on the one hand, and versatile in its ability to adapt to different types 
of AI systems on the other. In recognition that algorithmic processes are both 
informed by and able to impact social dynamics, adversarial algorithmic audits 
follow a socio-technical approach, including: 
 
● Qualitative contextual analysis and stakeholder mapping as first steps 

towards understanding the algorithm and the environment where it 
operates 

● Evaluation of bias, inefficiencies and other anomalies through data, 
network interactions and impacts 

● Replicating and reverse engineering system processes through 
research of affected parties 
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How to audit algorithms 
 
Steps for conducting adversarial audits 

 
This section describes the steps for conducting adversarial algorithmic audits. 
Based on our experience in the field, we have found that the sequence of 
steps outlined below is commonly followed and convenient. However, it is 
important to note that this order is not always mandatory and should be 
considered as a guide rather than a set of strict instructions. Depending on the 
specifics of each case, the order of steps may vary, and some steps may even 
be unnecessary. In the following subsections, we divide the adversarial audit 
process into two main phases: planning and execution. We provide a 
description of how each step can be applied in practice.  

Planning 

Choosing a system 
to audit 

Selecting an AI system with social impact and an initial 
feasibility check for identifying possible access points to 
the algorithm(s) for an audit 
 

Contextual analysis 
 
 

Building understanding about the AI system, the context 
in which it operates and the possible negative impacts it 
may lead to 

Stakeholder 
mapping 
 
 

Identifying relevant parties to an AI system including but 
not limited to the developers and implementers of the 
system and the communities affected directly or 
indirectly by it 
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Feasibility 
assessment 
 

Data mapping to determine if the auditor can obtain 
sufficient information about an AI system via legal means 
within the relevant jurisdiction 

Alliance building 
 
 

Establishing relationships with communities and civil 
society organizations to ensure that the perspectives of 
affected groups are incorporated in the auditing process 

Methodology design 
 
 

Defining the scope of the audit, the research questions, 
the methods to investigate them, and the timeline of the 
project 

Execution 

 
Data collection 
 
 

Data gathering about the inputs, outputs and societal 
impact of an AI system via specialized techniques for 
adversarial algorithmic auditing and social science 
research methods 

Data analysis 
 

Translating raw data into meaningful insights via 
quantitative and qualitative data analysis 
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Mitigation and 
recommendations 
 

Providing actionable mitigation measures for the 
developers or the implementers of an AI system and 
recommendations for regulators empowering them to 
seek accountability effectively 

 
Planning 

 
The planning phase involves a series of steps aimed at ensuring that the audit 
has a clear goal and that it is well-prepared and organized. This involves the 
following steps: choosing a system to audit, contextual analysis, stakeholder 
mapping, feasibility assessment, alliance building, and methodology design. 
 

1. Choosing a system to audit 
 
The first step in the planning for an adversarial algorithmic audit is to choose 
an AI system (algorithm) to audit. This entails not only identifying the algorithm, 
but also considering: 
 
● Its potential impact on a community or society as a whole, including 

harms and inefficiencies. 
● The possibilities of accessing (a part) of the AI system as an external 

auditor. 
 
Previous academic research, the work of civil society organizations and 
journalists, user feedback, public data or the experiences of affected 
communities are good starting points in choosing an algorithm for an 
adversarial audit. There are also specialized resources and tools which can 
help auditors identify AI systems of interest, such as the Observatory of 
Algorithms with Social Impact (OASI), which gathers and classifies information 
about algorithms searchable and is regularly updated with new content. 
 
In some instances, choosing an algorithm for an adversarial audit can occur 
through existing relationships and partnerships e.g., when civil society 
contacts auditors with a specific concern. In such cases, the auditors should 
conduct a preliminary feasibility assessment and decide on the best way to 
approach the audit. 
 
Once an algorithm of interest is identified, independent auditors should 
consider the following questions before proceeding to the next steps in the 
adversarial audit process: 
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● Is (a part of) the AI system accessible to the auditor? For example, a 
system in a web-based platform such as social media recommender 
systems. 

● Is there any open-source or public record information about the 
algorithm? For instance, in our adversarial audit of the VioGén gender-
based violence risk assessment tool, we were unable to obtain the 
original database for intimate partner violence in Spain, but we 
identified a public record of homicide victims, including victims of 
intimate partner violence (a subset of the database we sought to 
obtain).  

● Does the auditor have access to affected communities? In our 
adversarial audit of the VioGén system, we worked with the civil society 
organization the Ana Bella Foundation to access women victims of 
gender-based violence. 

● Can the auditor directly or indirectly observe the inputs or the 
outputs of an AI system? For example, in our adversarial audits of social 
media platforms YouTube and TikTok, we were able to observe the 
outputs (suggested content) of YouTube’s and TikTok’s recommender 
systems. 

 
While this checklist is non-exhaustive, it serves as an initial feasibility check 
for conducting an adversarial audit. If the answer to one or more of the 
questions above is positive, the auditor can proceed on to the next steps. If 
there are no possibilities to access any part of the AI system directly or 
indirectly through user and stakeholder experiences, it is recommended to 
consider alternative ways to obtain information such as requests for 
information access to public authorities or contact with other organizations 
who can facilitate access to affected communities. A more comprehensive 
feasibility assessment is suggested in Step 4. 
 
Key questions: What AI system? What technology does it utilize and in what 
field? What do we know about its impact? What are possible ways to access 
the AI system for an audit?  
 

2. Contextual analysis 
 
Contextual analysis enables researchers to start building understanding about 
both the algorithmic system as well as the legal, social, cultural, political and 
economic environment in which it operates. Contextual analysis involves an 
extensive literature review and interviews with technical and subject matter 
experts in the domain in which the AI system operates. The goal of this step is 
to form initial hypotheses for the presence of algorithmic harm or inefficiencies 
in a given system within its broader social, legal and economic context. This 
includes determining what biases to check for in a system. The table below 
provides a non-exhaustive list of possible biases. For a more comprehensive 
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list of sources and moments of bias in AI systems, see Eticas’ Guide to 
Algorithmic Auditing.  
 
Techno-
solutionist bias 

Failure to consider no-tech or low-tech options, to perform 
a proportionality assessment or to consider social and 
environmental issues before deciding to develop or 
implement an algorithmic system. 

Population bias Population bias arises from differences between the actual 
usage population and the design target population of a 
system. This means that the target population defined 
during the design and development phases is not 
representative of the population that will use the system 
after it is deployed. Population bias results in non-
representative data and results that fit only the most salient 
groups while harming all minority groups. 

Omitted variable When one or more important variables are not included in 
the model, resulting in biased regression coefficients and 
inaccurate statistical results. 

Historical bias 

Existing bias in the world percolates into the data used for 
training, validation, and testing. Even if data is accurate and 
well measured and sampled, the world “as it is” may lead to 
a model that produces harmful outcomes. Historical bias 
stems from societal inequalities, cultural differences, 
stereotyping, etc. 

Aggregation bias When a given model is not optimal for any group or is 
skewed towards the dominant population. This type of bias 
is also known as ecological fallacy, for it occurs when 
incorrect or false conclusions are drawn about individuals by 
observing the population.  

Accessibility bias 

This bias occurs when the AI system or parts of it are the best 
fit for the greatest average of the majority, but leave out 
marginalized groups, in particular people with disabilities. 
For this reason, accessibility bias affects a smaller portion of 
the population. 

 
An important aspect of adversarial algorithmic auditing is thinking outside of 
the box in checking for previously untested or otherwise unexpected biases 
or inefficiencies. This can entail identifying less common biases, as well as 
vulnerable groups which have been overlooked in previous research but are 
likely to be at risk of disparate impact. For example, in our audit of facial 
recognition (FR) in the insurance sector, we found that FR has been shown to 
be biased against women and people of color, but its performance had not 
been tested on individuals with disabilities with physical manifestations.  
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Key questions: How does the AI system work? What is it trying to do? Where 
and in what context does it operate? What are the biases and inefficiencies 
expected to occur? Could there be other unexpected biases, inefficiencies or 
other anomalies? 
 

3. Stakeholder mapping 
 
Stakeholder mapping involves identifying the relevant parties to an 
algorithmic system including but not limited to the developers and 
implementers of the system, operators, pertinent public authorities and 
regulators, target population, users and communities affected directly or 
indirectly. The stakeholder groups above may be mutually exclusive: for 
example, the developers, implementers and operators of an algorithm may 
comprise a single stakeholder group (e.g., a company) or three distinct groups 
depending on the specific system at hand. Similarly, the affected communities 
may (partially) overlap with the users or the target population of an algorithm. 
 
Stakeholder mapping should relate back to the contextual analysis and clarify 
how different stakeholders are positioned within the environment of operation. 
In the case of developers and implementers, it is important to understand (to 
the extent possible) the objectives and motivations for – and previous 
experience in – creating or utilizing automated solutions, referring back to the 
techno-solutionist bias among others. With regards to disparate impact and 
other biases, stakeholder mapping is a useful tool to identify which groups 
may be at risk of bias, discrimination or other harm. 
 
Key questions: Who developed and implements the algorithm? Do they have 
previous experience in using automated solutions? Who is promoting this 
system? Which communities are impacted directly or indirectly? Which 
groups are at risk?  
 

4. Feasibility assessment 
 
One of the most challenging aspects of adversarial algorithmic auditing is the 
lack of access to internal data about algorithmic systems. Feasibility 
assessments determine whether an auditor can obtain sufficient information 
about an algorithm via legal means. Informed by the knowledge about the 
algorithm, the environment in which it operates, and the relevant stakeholders 
acquired in the previous steps, feasibility assessments entail two major 
components:  
 
● Data mapping: identifying relevant literature on the topic, specific 

access points to the AI system and the means to contact affected 
communities, and evaluating whether those sources can provide 
sufficient information about the functioning or the impacts of an AI 
system. 

● Legal feasibility assessment: examining applicable legislation in the 
relevant jurisdiction of the auditor(s), as well as the terms of service of 
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the platform which implements an algorithm in the case of auditing 
web- and app-based systems.  

 
For organizations conducting algorithmic audits, it is recommended to assess 
the available resources and expertise. The next step, Alliance building, can 
help to address challenges identified during the feasibility assessment, such 
as difficulties with access to affected populations. However, if no access points 
have been successfully identified or if those access points do not comply with 
applicable laws, an adversarial algorithmic audit of the given AI system may 
not be feasible at this time.  
 
Key questions: Is there existing literature on the topic? Where can we get data 
from? Can we access affected communities? Is the audit legally feasible? 
 

5. Alliance building 
 
As a tool for algorithmic transparency and accountability, adversarial 
algorithmic auditing aims to empower communities to safeguard their rights 
in the digital arena and beyond. For this reason, it is critical to incorporate the 
perspectives of affected groups in the auditing process. Alliance building with 
communities or civil society organizations representing them enables 
communication and facilitates trust between the auditors and those at risk of 
algorithmic harm.  
 
Alliance building entails mapping and reaching out to members of affected 
communities and relevant civil society organizations in the field. In cases 
where access to groups at risk is difficult or concerns sensitive issues civil 
society organizations can facilitate contacts and conduct ethnographic 
research on behalf of the auditors. For example, in our adversarial audit of the 
VioGén system, we partnered with the Ana Bella Foundation who interviewed 
victims of gender-based violence. 
 
Collaborations with civil society and affected communities can take different 
shapes depending on the nature of the audit and the scope of the partnership. 
Auditors can partner with civil society organizations and work together to 
define the scope and the methodology of the audit as well as the desired 
outcomes and strategies for policy action and advocacy campaigns upon 
completion of the audit. It is recommended that the obligations of each party 
are laid out in a contract and proper attribution is given to each depending on 
their role as partners, facilitators or other. Whenever possible, civil society 
organizations should be compensated for their time once the terms of the 
audit have been agreed to by both parties. In all collaborations, the robustness 
of the audit should guide decisions regarding engagement with partners.  
 
Key questions: How to access affected communities? Which are the civil 
society organizations working with them? How can we collaborate and partner 
with them? What do we expect from them and what can we offer in exchange? 
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6. Methodology design 
 
The methodology design involves defining the scope of the audit, the 
research questions, the methods to investigate them, and the timeline of the 
project. Considerations regarding the scope of an audit may entail a focus on 
a particular group (for example, the portrayal of migrants in social media 
recommender systems), geographic location or region, and time period (for 
example, during elections) among other parameters. The research questions 
should reflect the scope and pose a clearly formulated, verifiable proposition 
about the presence of bias, harm or inefficiencies within an AI system to guide 
the audit process. 
 
Adversarial algorithmic auditing combines traditional social science methods 
from a socio-technical perspective and specialized methods for algorithmic 
auditing including: 
 
● Open-source code audit 
● Scraping audit 
● Sock puppet audit 
● Crowdsourcing 
● Experimental user audit 
● Comparative output audit 
● Ethnographic audit 

 
The graph below serves as guidance on the selection of the most appropriate 
auditing method depending on the availability of data. Further considerations 
regarding the most appropriate method are outlined in the Methods for 
conducting adversarial audits section. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 1. Selection of method for conducting adversarial audits 
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Key questions: How to look for bias and inefficiencies in an algorithmic system? 
What is the most appropriate method to use? How to approach it in a 
systematic way? With limited access to internal data, how can we gather 
information about an algorithmic system?  
 

Execution 
 
The execution phase involves carrying out the audit according to the 
previously designed methodology, starting with data collection, analyzing and 
interpreting results, presenting findings and finally providing 
recommendations or mitigation measures.  
 

1. Data collection 
 
The first step in the execution phase of an adversarial algorithmic audit is data 
collection, which involves gathering information about the inputs, outputs, and 
societal impact of an algorithmic system. Depending on the chosen 
methodology, this step can include qualitative fieldwork such as surveys and 
interviews (ethnographic audit), manual or automated quantitative data 
collection (sock puppet and scraping audits), conducting tests with users 
(experimental user audit), or organizing data donation campaigns for users 
(crowdsourcing audit). The goal of the data collection step is to gather raw 
information that enables auditors to address the research questions identified 
in the previous step. 
 
It is critical for the auditor to recognize and acknowledge the limitations of the 
data collection process, as these limitations can impact the applicability of the 
findings to different contexts. This involves addressing questions such as: Does 
the audit focus on a specific geographic area or time period? To what extent 
does the data reflect the experiences of all stakeholder groups? In cases 
where automated techniques are used for data collection, how accurately 
does the data represent the experiences of real users? 
 
For handling qualitative and quantitative data from users or affected groups, 
participants in the study should sign an informed consent form. The consent 
form should outline data management principles, including anonymization 
where possible and secure storage. Additionally, it should communicate, risks 
(if any) and conditions of participation.  
 
Key questions: Have we gathered sufficient data? Is our data sufficiently 
representative? What insights can the collected data provide? How are those 
insights limited? 
 

2. Data analysis 
 
This step includes technical analysis to identify statistical bias, inaccuracies or 
inefficiencies in the quantitative data gathered in the previous step. It also 
entails qualitative analysis informed by the literature review and fieldwork to 
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assess impact on vulnerable groups and society as a whole. The goal of the 
data analysis is to translate raw data into meaningful insights that address the 
research questions formulated during the audit planning stage and identify 
bias or inefficiencies in an AI system.  
 
The methods used for quantitative analysis may vary depending on the 
collected data and research questions. They can include techniques such as 
confusion matrix, accuracy metrics, statistical significance testing, difference 
testing, ROC curve analysis, and endogeneity testing. On the other hand, 
qualitative analysis methods may involve thematic analysis, content analysis, 
discourse analysis, and others. To ensure the robustness of the findings, it is 
important to include validation of the results whenever possible. 
 
Key questions: Have we observed the biases we initially suspected? Have we 
identified any additional instances of bias that were not identified in the 
previous steps? If we did not detect any anomalies or bias – how can we refine 
our methodology? 
 

3. Mitigation and recommendations 
 
The final step considers the findings from the data collection and analysis 
within the environmental context of the AI system. It prompts the auditor to 
consider the social, legal and economic implications of the findings, and ways 
to address the biases, inefficiencies and other negative impacts. The auditor 
should provide concrete and actionable mitigation measures for the 
developers or the implementers of the AI system. From a policy standpoint, 
the auditor should provide recommendations that go beyond existing 
regulations and empower the regulators with the knowledge of pertinent 
questions to ask.  
 
Key questions: What are the wider implications of the biases and inefficiencies 
we have identified? What can be done to address them? What can developers 
do to mitigate bias?  
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Methods for conducting adversarial audits 
 
This section explores different methods of conducting adversarial audits to 
assess the impact of algorithmic systems. Previous guides to adversarial 
algorithmic auditing have focused on web- and app-based systems and as a 
result, they examine the interaction between platforms and users (Sandvig et 
al.). 
 
 
 
 

 
Figure 2. Visualization of the interaction between platforms and users 

Source: Sandvig et al. 
 
This guide presents a methodology for auditing various types of AI systems 
including but not limited to social media recommender systems, computer 
vision, risk assessment tools and consumer platforms regarding their impact 
on affected communities and society. To accomplish this, we conceptualize 
the interaction between an AI system and society. In the graph below, the 
arrows represent the flow of information or the direction of the interaction. 
 
 
 
 
 
 
 
 
 

Figure 3. Visualization of the interaction between an algorithmic system and society 
Source: Eticas 

 
In the following methods, we illustrate the direction of the interaction or data 
exchange among the AI system, society and the auditor. It is ideal for audit 
methods that rely on observations of the algorithmic system to be 
accompanied by methods that examine the impact on society, and vice versa, 
to enable a comprehensive assessment of the system's functioning within its 
context. When such a combination is not feasible, at a minimum, audit 
methods should be complemented by literature reviews and interviews with 
domain experts to bridge the gap between the two. 

 

Open-source code audit 
 
The open-source code audit entails a review of an algorithmic system’s source 
code, training data, and other inputs to understand the algorithm's intentions 
and objectives. Additionally, if feasible, statistical measures can be employed 
to assess bias and fairness. 
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By gaining access to (a portion of) the source code, independent auditors can 
approximate the internal socio-technical audit process. For a comprehensive 
guide on conducting codebase reviews, please refer to Eticas’ Guide to 
Algorithmic Audit. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
When to use this method: 
 
● When the source code of an algorithm is open-source or otherwise 

publicly available. 
● When companies are required to disclose data, e.g., as part of legal 

proceedings. 
 
Strengths: 
 
● High level of accuracy in auditing the functioning of a system. 
● Rich information about a system’s design, intentions and objectives. 
● Examining the codebases of an algorithm offers more conclusive 

findings. 
● Possibility to compare, adjust and contrast with other hyperparameters, 

parameters or methods. 
 
Limitations:  
 
● Problematic machine behaviors may not be encoded within the system, 

and bias dynamics may only become evident when they manifest as 
impacts. Since open-source code audits do not examine the impact of 
an algorithmic system, conclusions solely based on this method have 
limitations in assessing harm and inefficiencies. 

● A comprehensive algorithmic open-source code audit requires high-
level access to all codebases and training data which can be 
challenging to access and time-consuming to review. This is especially 
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the case for complex algorithmic systems comprising multiple 
algorithms such as social media platforms. 

● Open-source code audits are difficult to perform due to a general lack 
of transparency in disclosing codebases: most algorithms remain 
inaccessible due to concerns about intellectual property, while open-
source codebases may not disclose all relevant information for security 
reasons. 

 
Scraping 

 
A systematic method of issuing repeated queries to a platform under different 
conditions and collecting the results. Scraping can be done manually by the 
auditor, or automatically by using a custom script. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
When to use this method: 
 
● When auditing web- and app- based systems which allow users to 

'play' with the system including social media, search engines, e-
commerce websites, online comparison tools, apps in the sharing 
economy. 

● Suitable for large-scale audits. 
 
Strengths: 
 
● Effective method to observe the outputs of a system and identify 

patterns. 
● Accessible method to all auditors and communities regardless of level 

of technical expertise (for manual scraping) and resources. 
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● If automated, scraping can generate a high amount of data for testing 
and analysis.  

 
Limitations: 
 
● Depending on the jurisdiction and the terms of service of the platform, 

automated scraping may be illegal. If there are concerns about the legal 
feasibility of this method, auditors should seek legal counsel and 
ensure adequate safeguards are in place.  

● The system under investigation may flag suspicious behavior when 
using automated scraping via bots or scripts, producing results that are 
not representative real users’ experience. 

● Manual scraping can be time-consuming and laborious. 
 

Sock puppet 
 
A systematic method for simulating real user behavior which involves the use 
of impersonation through (sock puppet accounts) and recording the system’s 
response to different user characteristics and behavior(s). The sock puppet 
method can be executed manually by the researcher, or automatically by 
using a custom script. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
When to use this method: 
 
● When auditing web- and app-based systems where users can create 

profiles and ‘play’ with the system, particularly systems which employ 
personalization such as social media recommender systems, news 
curation services or e-commerce websites. 

● Large-scale audits. 
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Strengths: 
 
● Effective method to observe the outputs of a system and identify 

patterns across different conditions, enabling comparison and more 
effective detection of biases. 

● Accessible method to all auditors and communities irrespective of their 
level of technical expertise (for manual scraping) and available 
resources. 

 
Limitations: 
 
● Depending on the jurisdiction and the terms of service of the platform, 

using sock puppets may be illegal.  
● The system under investigation may flag suspicious behavior when 

using sock puppet accounts, producing results that are not 
representative of the experiences of real users. 

● The manual creation of sock puppet accounts can be a time-
consuming and laborious process. 

● Sock puppets produce a limited approximation of system response to 
user behavior since they lack embedded client-side information such 
as cookies. 

 
Crowdsourcing 

 
Method for collecting data of users’ regular interactions with a platform, which 
can be done through voluntary data donations or automated collection using 
browser extensions or other software. 
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When to use this method: 
 
● When auditing a web- or app-based system which allows users to 

download their data such as social media platforms, search engines, e-
commerce websites, online comparison tools or apps in the sharing 
economy. 

 
Strengths: 
 
● Reflective of real users’ experience and the most accurate 

approximation between the interaction between an algorithmic system 
and society (via users). 

● Direct involvement of the user community. 
 
Limitations:  
 
● Difficult to reach wide audiences and collect representative samples. 
● Solutions for automated data collection require expertise and 

resources as they need to be custom-made for each platform and may 
require frequent maintenance. 

● While they provide rich insight into user experience, crowdsourcing 
audits alone cannot determine the source of bias or inefficiency. 

 
Experimental user audit 

 
The experimental user audit is a systematic method for observing and 
recording system responses to real user behaviors under different conditions 
predetermined by the auditor. While the users are authentic, their interactions 
with the system are performed by design, rather than reflecting their normal 
engagement with a system (as in crowdsourcing). 
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When to use this method: 
 
● When auditing systems accessible to users, including web- and app-

based systems available for public use or a specific group. 
● Particularly suitable for systems that do not respond well to 

programmatically constructed traffic, such as computer vision and risk 
assessment algorithms that require human participation. 

● Useful for small-scale audits testing machine behavior towards 
characteristics that are difficult to replicate via automated queries, such 
as the performance of facial recognition on people with disabilities.  

 
Strengths: 
 
● Like the sock puppet method, experimental user audits are an effective 

method to observe system outputs and identify patterns across 
different conditions, facilitating comparison and detection of biases. 

● Results from experimental user audits provide closer approximations of 
real users’ interactions with an algorithmic system compared to 
programmatically constructed traffic. 

● Direct involvement of affected communities. 
 
Limitations: 
 
● Difficult to execute on a large scale. 
● Difficulty in recruiting participants with specific characteristics. 

 
Comparative output audit 

 
A comparative output audit involves comparing an algorithm’s predicted 
outcomes with the actual outcomes or comparing the performance of one 
system against another, a benchmark, or a statistical measure for accuracy. 
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When to use this method: 
 
● Suitable for systems with publicly disclosed outputs and available 

information about actual outcomes e.g., risk assessment algorithms 
used in the public sector or systems that can be tested like facial 
recognition software. 

 
Strengths: 
 
● Based on accurate representation of an algorithm’s outputs (e.g., 

predictions or risk scores) using publicly disclosed data, rather than 
approximations or subjective user experiences. 

● Enables comparison between different systems. 
 
Limitations: 
 
● Difficult to perform due to a lack of transparency in disclosing algorithm 

information. 
● Revealing errors in the algorithm alone is not sufficient to assess 

efficiency or impact.  
 

Ethnographic audit 
 
An ethnographic audit is a qualitative method for data collection through 
observation, interviews and surveys to understand and analyze how end 
users, particularly vulnerable groups, interact with an algorithmic system. 
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When to use this method: 
 
● When a vulnerable group or an affected community has been 

identified, and auditors can reach out to members of those groups or 
communities for qualitative research.  

 
Strengths: 
 
● Inclusive approach which considers the lived experiences of vulnerable 

groups or affected communities. 
● Direct involvement of vulnerable groups or affected communities, and 

opportunities to seek redress. 
 
Limitations: 
 
● Difficult to execute on a large scale 
● Ethnographic research is helpful for identifying harmful effects and 

inefficiencies in algorithmic systems as well as structural factors 
affecting algorithm implementation, but it may not provide definitive 
answers about biases in the system. 

● Experiences of different user groups may be subjective, so it is 
important to include a representative sample of stakeholders. 

 
The seven methods for adversarial algorithmic auditing we propose consider 
the nature of the AI system at hand, the context in which it operates and the 
type of information available to the auditor. This approach allows the auditor 
to select the most effective means to inspect an AI system, assess its behavior 
and quantify its impact. This affords flexibility in audit design according to the 
strengths and weaknesses of each method in different use cases, while 
ensuring a high level of robustness and consistency across audits of similar 
systems. As such, this approach to adversarial algorithmic auditing provides 
an effective mechanism for AI inspection and accountability. 
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Case studies 
The Case studies section provides insights on how to approach adversarial 
audits for different AI systems. It showcases examples of adversarial audits 
conducted by Eticas, focusing on auditing risk assessment algorithms, social 
media platforms, facial recognition systems, and consumer platforms. By 
examining these case studies, readers can gain a deeper understanding of the 
steps in the auditing process and learn how methods for adversarial auditing 
can be combined to assess the impact of algorithms in different domains. 
 

Audit AI system Domain Method 

 
VioGén audit 
 
 

 
Risk assessment 
algorithm 
  

 
Law enforcement 
 
 

Ethnographic 
audit; 
Comparative 
output audit 

 
 
YouTube audit 
 
 

 
Search algorithm; 
Recommendation 
algorithm 
 

 
Social media and 
internet platforms 
 
 

Scraping audit; 
Sock puppet 
audit; 
Ethnographic 
audit 

TikTok audit 
 

Recommendation 
algorithm 

 
 
Social media and 
internet platforms 
 
   

Scraping audit; 
Sock puppet audit 
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Use of facial 
recognition in 
insurance audit 

Facial recognition; 
Risk assessment 
algorithm 

 
Insurance 
 

 
Experimental user 
audit 

Ride-hailing 
platform audit 
 

Pricing algorithms 
in consumer 
platforms 

Sharing and gig 
economy 
 

Scraping audit; 
Ethnographic 
audit 

 
 

Auditing risk assessment algorithms 
 
 
Risk assessment tools are AI or algorithmic systems used for decision-making 
and are often employed by the public sector in fields such as criminal justice, 
welfare, healthcare and housing. However, these tools have the potential to 
negatively impact protected classes and marginalized groups. 
 
VioGén is automated risk assessment algorithm used by the public 
administration in Spain that determines the level of risk faced by a victim of 
gender-based violence. The system establishes her protection measures. Our 
adversarial audit of the system demonstrates the effectiveness of adopting a 
multi-methods approach that combines quantitative analysis of publicly 
available data (comparative output audit) with qualitative research involving 
interviews with affected stakeholders and civil society organizations 
(ethnographic audit). This allows for a comprehensive understanding of the 
strengths and weaknesses of a risk assessment algorithmic system. 
 

VioGén Audit 
 

1. Choosing a system to audit 
 
Eticas selected the VioGén System (The “Integral Monitoring System in Cases 
of Gender Violence”) because it affects vulnerable populations, and 
automated systems like VioGén often raise concerns about transparency, 
accountability, and social impact, including the lack of independent oversight 
and user participation. Gender violence is a very complex social issue, and any 
automated approach used to address it must be held accountable. 
 

2. Contextual analysis 
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The VioGén System is a web application integrated in the Spanish SARA 
Network designed to coordinate the actions of public professionals in charge 
of monitoring, assisting, and protecting women who report gender violence 
and their children. During our contextual analysis, we identified concerns 
around transparency, independent oversight, accountability, end-user 
engagement and the possible transition of the algorithmic system to machine 
learning. With these concerns in mind, Eticas conducted an adversarial audit. 
 

3. Stakeholder mapping 
 
The auditors team identified the following key stakeholder groups: 
 
● Spanish Ministry of the Interior and the Gender Violence Unit 
● Ana Bella Foundation 
● Researchers and developers who contributed to the development of 

VioGén 
● Software company SAS 
● Police officers who use VioGén to assign risk scores 
● Women who have survived domestic violence and have had a risk 

score produced by the VioGén system 
● The public, as VioGén is a publicly funded decision-making system of 

enormous social impact 
 

4. Feasibility assessment 
 
Eticas requested information and meetings from the Spanish Ministry of 
Interior regarding VioGén’s functioning and impact. However, the Government 
did not take action and therefore Eticas could not conduct its proposed 
internal audit. This situation prompted Eticas to explore the feasibility of 
conducting an adversarial audit, that is an audit without the cooperation of the 
Ministry of the Interior. Despite the lack of access to the full original database, 
Eticas identified a public record of homicide victims, including victims of 
intimate partner violence, i.e., a subset of the targeted database. Eticas then 
conducted a partial comparative output audit. Additionally, Eticas partnered 
with the Ana Bella Foundation to enable an ethnographic audit that included 
interviews with women victims of gender-based violence. 
 

5. Alliance building 
 
For this adversarial audit, Eticas partnered with the Ana Bella Foundation, a 
leading civil society organization (CSO) working with women who have 
survived domestic violence and have had a risk score produced by the VioGén 
system. We established a formal partnership and hired a representative from 
the Foundation to conduct the interviews due to the sensitivity of the issue. 
 

6. Methodology design and data collection 
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The audit employed a multi-methods research approach. The methodology 
combined the comparative output audit method with the ethnographic audit 
method. To compare the risk scores assigned by the algorithm and the actual 
outcomes for victims of domestic violence across groups of women, we used 
a public record of Intimate Partner Homicide (IPH) victims, a subset of women 
victims of domestic violence. For the ethnographic audit, we conducted 
qualitative fieldwork with 31 women who had gone through the VioGén 
system. to explore affected communities’ perceptions and experiences with 
the system: 

 
7. Data analysis 

 
The statistical analysis of the IPH identified false negative rates and disparities 
in recall across different strata to contextualize the algorithm's predictive 
accuracy and potential biases. From a qualitative perspective, we conducted 
thematic analysis of the survey and interview data. Our analysis showed that 
VioGén adapts the clustering of risk assessments to limited police resources, 
with only 1 out of 7 women who reached out to the police for protection 
receiving it. We found that not having children has a significant negative 
impact on how extreme risk cases are perceived, and that police officers only 
increase VioGén’s observed risk score in 5% of cases, highlighting a potential 
bias in the system. We also confirmed our concerns that VioGén lacks 
transparency, accountability and engagement with end-users.  
 
For recommendations and mitigation measures and more details on our 
auditing process, see The External Audit of the VioGén System report. 
 
 

Auditing social media 
 
 
Our adversarial audits of YouTube and TikTok illustrate how to inspect social 
media recommender systems. They exemplify how a mixed-method socio-
technical approach to auditing can help identify biases and problematic 
behaviors in the systems used by internet platforms and provide insights into 
how users perceive and interact with content on these platforms. The case 
studies below demonstrate how the use of scraping and sock puppet audit 
methods, combined with qualitative ethnographic research, allows auditors to 
conduct comprehensive assessments of complex AI systems with multiple 
dynamic elements and gain a nuanced understanding of the issues they 
present. 
 

YouTube Audit 
 
Eticas conducted an adversarial audit of YouTube's search and 
recommendation algorithms to examine how migrants are represented in 
YouTube content (Eticas, 2023b).  
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1. Choosing the system 
 
For our first audit of social media, we selected YouTube because it is the 
second most popular social media platform in the world, and it plays a major 
role in informing people about global issues, including vulnerable social 
groups, such as migrants. Its visual component is also influential in shaping 
people's emotional attitudes toward these groups.  
 

2. Contextual analysis 
 
Our literature review of harms associated with social media helped us identify 
concerns that YouTube's algorithms may be exposing users to divisive and 
potentially harmful content, including misinformation and conspiracy theories. 
We identified a gap in the existing literature on the topic and decided to focus 
on YouTube’s search and recommendation algorithms with a focus on the 
portrayal of migration.  
 

3. Stakeholder mapping 
 
As social media is a major source of news and entertainment for a large part 
of the population, the biases and anomalies present in the algorithms 
employed by internet platforms affect society with far-ranging impacts, 
concerning stakeholders including: 
 
● YouTube and other social media platforms 
● migrant and refugee communities 
● migrant led CSOs or other organizations working with individuals from 

migrant background 
● public institutions and policy makers 
● researchers and experts  
● users of YouTube and other social media platforms 

 
4. Feasibility assessment 

 
Our feasibility assessment for the YouTube audit included an assessment of 
resource availability and in-house technical expertise for data collection, and 
a legal feasibility assessment. Since YouTube is a public platform available for 
anyone to use with or without an account, it provides many access points for 
auditors to observe the outputs of the system. In this case, our feasibility 
assessment also included outlining and evaluating the strengths and 
weaknesses of different possible access points. 
 

5. Alliance building 
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The YouTube audit was conducted as a part of the Re:framing Migrants in the 
European Media pilot project, which is co-funded by the European Union. 
Eticas has collaborated with members of the consortium and migrant 
communities to help achieve its goal of changing the media narrative around 
migrant and refugee communities in Europe. 

 
6. Methodology design 

 
Based on the contextual analysis informed by previous research and the 
feasibility assessment regarding possible access points to audit the platform, 
we decided to focus on four specific questions about the representation of 
migrants on YouTube: 
 
● How are migrants and refugees represented in the top-watched 

YouTube video search results?  
● Does YouTube’s search and recommendation algorithms suggest 

differently framed migration videos in different national settings?  
● Does YouTube’s search and recommendation algorithms suggest 

differently framed migration videos to migrant and non-migrant 
accounts?  

● How do individuals with a migrant background perceive the portrayal of 
migrants on YouTube videos?  

 
In this step, we also determined the most appropriate methods for data 
collection and analysis to examine those questions. For the first three research 
questions, we chose to employ scraping and sock puppet audit methods to 
study migrant and refugee representation in the thumbnails of YouTube 
videos. Our decision to focus on thumbnails rather than full videos was 
informed by previous research on the evocative effect of images in the 
formation of public opinion and it was influenced by considerations regarding 
the time resources involved in scraping and analyzing full-length videos. For 
the final research question, we decided to collect qualitative insights and 
employ the ethnographic audit method to capture the experiences of 
individuals with migrant backgrounds. 
 

7. Data collection 
 
For RQ1, we scraped the top-watched videos worldwide for "migrants" and 
"refugees" on YouTube. RQ2 involved scraping the top-100 recommended 
videos for "migrants" using a VPN to change the location to Canada and the 
UK. For RQ3, we created two sock puppet (migrant and non-migrant) accounts 
and scraped the top-100 recommended videos separately. Finally, for RQ4, 
data was collected through a roundtable discussion with individuals having a 
migrant background at the "Decolonizing the Newsroom" event in Madrid, 
where they were shown preliminary results of a content analysis conducted 
on the top 100 most watched videos worldwide, and their perceptions and 
reactions were recorded.) 
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8. Data analysis 
 
We used content analysis to identify the key visual features of each thumbnail, 
including categories such as predominant gender, group size, activity and 
facial visibility. We then calculated the frequency distributions of each 
category across the three datasets we collected for our first three research 
questions. Our findings revealed that YouTube's portrayal of migrants and 
refugees in popular YouTube videos is biased and dehumanizing, 
perpetuating negative stereotypes across national settings and user 
backgrounds. Our qualitative data reaffirmed the negative impacts of this 
portrayal as individuals with migrant backgrounds found the narratives 
promoted by YouTube to be victimizing and limiting their agency. 
 
For recommendations and mitigation measures and more details on our 
auditing process, see the Auditing Social Media: Portrayal of Migrants on 
YouTube report. 
 

TikTok Audit 
 
Following our YouTube audit, we also conducted an adversarial audit of TikTok 
to see how the platform’s algorithms shape political discourse on migration 
(Eticas, 2023).  
 

1. Choosing the system 
 
We chose to audit TikTok because it is one of the fastest growing and most 
popular social media platforms, especially among young users. TikTok is 
especially popular among young users, with increasing impact in the social 
and political realms. Another factor in our decision was the unique challenges 
posed by the app, including concerns about data privacy, national security or 
external influence. Unlike most other large social media platforms, TikTok is 
not a U.S.-based company. 
 

2. Contextual analysis 
 
Our contextual analysis was primarily informed by a literature review of 
previous audits and other studies of TikTok which documented the negative 
impacts of the app’s highly compelling recommendation algorithm. These 
included TikTok leading users to “rabbit holes” of increasingly extreme content 
on sensitive topics such as depression and suicide and promoting 
disinformation on political issues within minutes or hours of using the platform. 
We sought to examine in greater detail how TikTok’s recommendation 
algorithm works across different settings with regards to political discourse on 
migration. 
 

3. Stakeholder mapping 
 
Similar to our YouTube audit, we identified broad groups of stakeholders 
including: 
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● TikTok and other social media platforms 
● migrant and refugee communities 
● migrant-led CSOs or other organizations working with people from 

migrant background 
● public institutions and policy makers 
● researchers and experts  
● users of TikTok and other social media platforms 

 
4. Feasibility assessment 

 
Unlike YouTube which is often used in a browser on a computer, TikTok 
primarily interacts with users via its mobile app. During our feasibility 
assessment, we noted the limitations with collecting data from the mobile 
phone app and instead, we identified access points via the browser version of 
the platform. We also conducted a legal feasibility assessment, noting that 
TikTok’ Terms of Services are more prohibitive than other social media 
platforms. 
 

5. Alliance building 
 
The TikTok audit report was the second adversarial audit conducted as a part 
of the Re:framing Migrants in the European Media pilot project, co-funded by 
the European Union, with the aim of ensuring appropriate media 
representation of migrant and refugee communities. 
 

6. Methodology design 
 
In our methodology design, we decided to limit the geographic and temporal 
scope of our audit to the U.S. in the period between October 8, 2022, until 
December 1, 2022 during the midterm elections. This afforded us the 
opportunity to track differences in political content recommendations on 
TikTok before, during and after the election, and it provided an opportunity to 
study migration as one of the most important voting issues in the election. 
Within this scope, we formulated three research questions: 
 
● Does the recommended content vary depending on the users’ attitude 

towards migration? 
● Does the recommended content vary depending on the location’s 

political leaning? 
● Does the recommended content vary over time during the U.S. midterm 

election? 
 
After careful consideration, we concluded that the most suitable method to 
study the differences in outputs across the above conditions in a platform with 
public interface such as TikTok was a combination of sock puppet and 
scraping audit methods. Our approach with sock puppets involved training 9 
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accounts to reflect different attitudes towards migration (positive, negative 
and neutral), based in U.S. cities with different political leaning (Democrat, 
Republican and ‘ambivalent’). Additionally, we employed scraping of the 
outputs i.e., recommended videos in TikTok’s ForYou page at different points 
before, during and after the U.S. midterm election. 
 
For data analysis, we chose to conduct content analysis of the full videos due 
to their shorter format, focusing on categories including type of content, 
subject of the video, sentiment and language among others. The categories 
for the content analysis we developed were informed by previous literature on 
migrant representation and our own insights about the goal of the audit. 
 

7. Data collection 
 
We used a custom virtual agent (bot) that simulates human interaction within 
the browser version of TikTok to train the sock puppet accounts by watching, 
liking and sharing videos with political messages on migration, and scraped 
the first 20 recommended videos on the “For You” feeds of each profile from 
October 8, 2022, until December 1, 2022.  
 

8. Data analysis 
 
Using content analysis, we analyzed a total of 1620 videos recommended to 
the sock puppet accounts in the selected time period. Our findings revealed 
that, despite little variation in recommended content based on users' attitude 
towards migration and their location's political leaning, political discourse on 
migration was virtually absent from the platform, indicating weak 
personalization for political content and a focus on entertainment rather than 
politics.  
 
For recommendations and mitigation measures and more details on our 
auditing process, see the Auditing Social Media: (In)visibility of Political 
Content on Migration report. 
 
 

Auditing facial recognition 
 
 
Our audit of the use of facial recognition (FR) in the insurance sector 
demonstrates how to assess the ethical and legal compliance of FR 
technology within a specific domain. This approach can be useful for similar 
audits of facial recognition technology in other sectors, providing a more in-
depth understanding of the impact and implications of this technology. 
 

Use of facial recognition in the insurance sector 
 
This audit evaluates the implementation of facial recognition in the insurance 
sector through a case study of the virtual assistant “Azul” by Zurich Seguros. 
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Specifically, we examine the experiences of individuals with disabilities with 
facial manifestations and in particular, those with Down Syndrome. 
 

1. Choosing the system 
 
We selected the insurance sector because the utilization of facial recognition 
is a relatively new application of FR technology that carries significant 
potential for negative impact and social harm. Previous audits of facial 
recognition software have highlighted deficiencies in performance, 
particularly on women and people of color. We identified individuals with 
disabilities and facial manifestation as a group at risk of discrimination, 
underrepresented in studies assessing the performance of FR technology. 
 

2. Contextual analysis 
 
During our contextual analysis, we reviewed existing audits of facial 
recognition software and investigated the extent to which insurance 
companies are using FR technology to process insurance applications and 
claims. We identified Azul by Zurich Seguros as an example of a virtual 
assistant that employs a set of algorithms for facial analysis including age, 
smoking status, and body mass index. The system then uses a risk assessment 
tool to generate a life insurance quote based on the attributes identified by 
FR. Given the outcomes of previous FR audits, we hypothesized that facial 
recognition in the insurance sector is likely to result in discrimination against 
people with disabilities. 
 

3. Feasibility assessment 
 
In this case, the AI system we intended to inspect did not provide a clear set 
of access points for an audit. Zurich Seguros does not disclose any information 
about the models and the virtual assistant Azul requires individuals to be 
present in front of a camera for the assessment – making open-source code 
audits, scraping, sock puppet and comparative output audit methods 
unfeasible. At the same time, reaching people with Down Syndrome for 
conducting experimental user or ethnographic audit without the cooperation 
of a civil society organization was challenging.  
 
To illustrate the problem which we tried to tackle in this audit and secure the 
collaboration of civil society and affected communities, we conducted a 
feasibility assessment in the form of a pilot study to evaluate the performance 
of facial recognition software on people with Down Syndrome and people 
without Down Syndrome using publicly available images from the internet. 
The findings of our preliminary analysis clearly demonstrated that FR 
performed significantly worse for people with Down Syndrome compared to 
people without Down Syndrome across all metrics including gender, race, age 
and emotion classification. The pilot study confirmed the necessity of our audit 
and allowed us to proceed to the next steps. 
 

4. Stakeholder mapping and alliance building 



  Adversarial Algorithmic Auditing Guide 

 41 

 
We proceeded to map civil society organizations working with people with 
Down Syndrome which could help facilitate access to the community for our 
audit. We contacted multiple organizations and presented the findings of our 
pilot study to secure a collaboration agreement with a suitable civil society 
organization. 
 

5. Methodology design  
 
Given the constraints of the system, which made it impossible to simulate user 
interaction, we opted for the experimental user audit method. Our primary goal 
was to assess the accuracy of the system’s facial analysis for individuals with 
Down Syndrome compared to those without, and determine if any biases 
against people with Down Syndrome exist in the generation of life insurance 
quotes. To this end, we designed an experimental setup involving 20 
participants with Down Syndrome and 20 participants without Down 
Syndrome carefully matching their characteristics such as age to compare the 
results across the two groups. 
 
This audit is currently in its data collection phase, and we anticipate 
proceeding to data analysis soon. 
 
 

Auditing consumer platforms 
 
 
Auditing consumer platforms providing services in the sharing and gig 
economy include ride-hailing apps, food and product delivery apps, and 
marketplaces for homestay such as Airbnb as examples. Like social media, 
they can employ large, complex and dynamic systems which may be 
challenging to audit. 
 
Our audit of ride-hailing platforms in Spain is an example of how to conduct 
an adversarial audit of consumer platforms and identify instances of bias and 
discrimination in their algorithms This case study demonstrates how scraping 
and ethnographic audits, and the combination of quantitative and qualitative 
methods can uncover the harmful impacts of the pricing algorithms used by 
ride-hailing platforms. 
 

Audit of ride-hailing platforms 
 
We examined how the pricing algorithms of Uber, Bolt and Cabify impact 
competition, workers and consumers in Spain. 
 

1. Choosing the system 
 
This audit started with a concern that ride-hailing apps may not fully comply 
with competition, labor and consumer law in Spain. To examine these issues, 
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we partnered with Taxi Project, an organization that aims to improve conditions 
for taxi workers, and Observatorio TAS, an organization that defends the 
interests of workers in the platform economy, to conduct an adversarial audit 
of the algorithms of the three largest ride-hailing platforms in the country: 
Uber, Bolt and Cabify. 
 

2. Contextual analysis 
 
Our contextual analysis focused on understanding the legal and social 
environment in which ride-hailing apps operate in Spain. We did this through 
desk research of applicable legislation in the areas of competition, labor and 
consumer law, and expert interviews who provided insights into ride-hailing 
platforms’ operation in the gray area of the private hire vehicles regulatory 
framework. This exercise served to focus our audit and shaped our initial 
research questions.  

 
3. Stakeholder mapping 

 
During our stakeholder mapping, we identified the following stakeholder 
groups: 
 
● ride-hailing platforms such as Uber, Bolt and Cabify 
● passengers who use ride-hailing services 
● private hire vehicle (PHV) license holding companies 
● PHV drivers 
● traditional taxi companies and drivers 
● customers of taxis and ride-hailing apps 
● people in remote or low-income areas 
● regulatory agencies for mobility services 
● regulatory and enforcement bodies for competition, labor and 

consumer protection 
● policy-makers in Spain and the EU 

 
We singled out PHV drivers and users of ride-hailing apps in low-income 
areas as groups at risk of algorithmic bias and discrimination. 
 

4. Alliance building 
 
This step included establishing the roles, responsibilities and contractual 
agreements of all partners and collaborators in this audit. 
 

5. Methodology design and data collection 
 
Ride-hailing apps allow for the use of the scraping method for data collection, 
so we opted for this approach with regards to competition and consumer law. 
Additionally, we utilized the ethnographic audit method to incorporate the 
perspectives of workers in the sector and assess the implications for labor law. 
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Our research setup included: 
 
● Selecting key routes in Madrid and Andalusia and scraping pricing data 

for the selected routes from Uber, Bolt and Cabify to examine whether 
ride-hailing platforms are indirectly fixing prices via algorithmic means. 

● Conducting interviews with PHV drivers to assess the extent to which 
algorithmic processes incorporate existing labor legal protections, 
specifically in relation to leave of absence and payment transparency. 

● Selecting routes in high, medium and low-income areas in the cities of 
Madrid and Málaga and scraping price data for the selected routes from 
Uber, Bolt and Cabify to determine the presence of geographic 
discrimination in consumer prices. 

 
6. Data analysis 

 
We used linear regression analysis to interrogate the correlations between the 
prices of Uber, Bolt and Cabify in relation to competition law. We found 
moderate to positive correlations in the prices of Uber and Cabify, and Uber 
and Bolt, indicating possible price collusion on selected routes. 
 
We used the same approach in investigating the correlation between the 
median income of a neighborhood and trip fares in the area in relation to 
consumer law. We found a weak to moderate negative correlation between 
median income and trip fares i.e., fares in low-income neighborhoods tend to 
be higher, indicating possible geographic price discrimination. 
 
Finally, the thematic analysis of our qualitative data from interviews with PHV 
drivers highlighted that workers are not adequately protected from 
algorithmic sanctions in cases of lawfully protected reasons for absence from 
work and that their payments through platforms are not transparent. 
 
For recommendations and mitigation measures and more details on our 
auditing process, see the Adversarial audit of ride-hailing platforms report. 
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Audit Report Index 
It is recommended that an adversarial audit results in a comprehensive report 
that outlines the methodology, findings, and recommendations derived from 
the auditing process. The report serves as a critical document that details the 
assessment of the system's security and identifies areas in need of 
improvement. It is recommended that the adversarial audit report includes the 
following basic structure, however, additional information or restructuring may 
be necessary depending on the specifics of each audit: 
 
 

Glossary 

I. Introduction: purpose, scope & objectives 

II. S.o.T.A./Background/Context 

III. Methodology 

IV. Results: 

- Quantitative findings 

- Qualitative findings 

V. Discussion 

VI. Recommendations and mitigation strategies 

VII. Limitations 

VIII. Conclusion 

References 

Acknowledgements 
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GLOSSARY 
 
Algorithm - A process or set of rules to be followed in calculations or other 
problem-solving operations, especially by a computer. 
 
AI System - Software that is developed with one or more techniques and 
Machine Learning approaches, including supervised, unsupervised, and 
reinforcement learning, using a wide variety of methods including deep 
learning; Logic- and knowledge-based approaches (including knowledge 
representation), inductive (logic) programming, knowledge bases, inference 
and deductive engines, (symbolic) reasoning and expert systems; and 
statistical approaches, Bayesian estimation, search and optimization methods 
that can, for a given set of human-defined objectives, generate outputs such 
as content, predictions, recommendations, or decisions influencing the 
environments they interact with (AI Act art. 3.1). The term AI system in this guide 
refers to the entire technology. For a mobility service, it could be the app that 
integrates a Machine Learning (ML) model to predict demand and adjust 
pricing, including, for example, the data pipelines and protocols. 
 
AI Model - The model is the trained algorithm, that is, the rules adapted to a 
particular domain, which constitute the foundation of the technology we audit. 
Models are subject to performance evaluation, and tests, and can be 
compared to each other via benchmark datasets. The model is the core of an 
AI system, but it usually relies upon other elements (e.g., data pipelines, 
visualization platforms) for it to work. An AI system can include more than one 
model.  
 
Algorithmic auditing – A method for thoroughly examining AI systems within 
their unique contexts. It encompasses an approach and methodology that 
enable a comprehensive evaluation of regulations, standards, and overall 
impacts. Additionally, when the results of these audits are made public, they 
serve as valuable tools for enhancing transparency and fostering greater 
accountability. 
 
Risk assessment - The process of evaluating the likelihood and severity of 
harm that may result from the processing of personal data. It helps identify 
potential risks and vulnerabilities and guides the development of appropriate 
safeguards and controls to mitigate those risks (GDPR, Rec. 76; pre-
deployment period, Ada Lovelace Institute, 2020) 
 
Impact assessment - Impact assessment, on the other hand, focuses on the 
potential impact of data processing activities on individuals' personal data 
rights. It helps identify potential risks and harms to individuals and guides the 
development of appropriate measures to protect those rights (GDPR, Art. 35; 
post-deployment period, Ada Lovelace Institute, 2020).  
 
Recommender systems - A subclass of information filtering system that 
provides suggestions for items that are most pertinent to a particular user. 
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